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Abstract. Nowadays, the usage of nonlinear regression models is common. However, non-linear models
are more difficult to teach than linear models. The ordinary least squares method is effective in teaching
nonlinear regression models. This study aims to teach the subjects of non-linear regression in statistics for
students. The transformed form of non-linear regression models are used for this. Therefore the ordinary
least squares estimators of regression models are obtained and the comparison of these is made. Besides,
an explanatory application is made on this subject.

1. Introduction

Regression analysis technique is one of the statistical analysis used to determine the relationship between
variables that have a cause-effect relationship and to make predictions about this relationship [5]. In this
technique, a mathematical model is first established to find the relationship between the variables, and then
the validity of the established model is examined [3]. If the established regression model doesn’t fit to the
data, misleading results will occur in the future [7]. The classical linear regression is used to modelling the
relationship between two variables such as income-education level, height-weight of people, dose-effect of
a drug, or height-boiling point of water [8]. Sometimes the dependent variable can be affected by more than
one independent variable. In this case, the multiple linear regression is used to modelling the relationship
between the variables [8].

Nowadays, the linear models are preferred so that calculations such as hypothesis testing and parameter
estimation can be made more easily. The linear model works well in many cases, but in some cases this
isn’t possible. It cannot be said that the relationship can best be expressed with a linear model. Therefore,
it can also be decided more accurately by trying non-linear models as well as linear models.

Various estimation methods have been developed in linear and non-linear regression models. The
ordinary least squares (OLS) method is one of the most frequently used methods in regression analysis
[6]. Therefore, the OLS method plays an important role in teaching regression analysis. In addition, OLS
method is an optimal method according to the Gauss-Markov Theorem, since it aims to minimize the sum
of squares of error.

It is possible for the stochastic term to be additive or unpredictable depending on the dependent variable.
Depending on the variability of the stochastic term, nonlinear models can be linear regression models with
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appropriate transformation in parameters (log) and nonlinear regression models. Similarly, OLS method
can be used for parameter estimation in transformed models. If the OLS criterion for linear and non-linear
models in the variables was applied to the initial variables, the OLS criterion for non-linear models in
the parameters should also be applied to the transformed variables, for example ln ν. However, the OLS
parameter estimation for the transformed models is biased. Although non-linear models can be converted
to linear regression models and estimated with OLS, it is useful to be careful about the characteristics of the
stochastic error term that enters these models. Otherwise, the application of the OLS for the transformed
model will not produce a model with correct statistical properties.

The teaching of nonlinear models is quite complex compared to linear models. Students often have
problems interpreting the transformed regression model in regression analysis [1]. The OLS method plays
an important role in teaching regression analysis to students. In this study, the visualized approach to
teaching nonlinear regression subjects for graduate students is presented, based on the population-based
solid waste amount experiment in Ordu Metropolitan Municipality. Thus, the OLS method is applied in
non-linear models. In addition, the estimation parameters of the models are also compared.

2. Main Results

Consider the regression model (1)

ωi = θ1ν
θ2
i εi, (i = 1, ...,n) (1)

where ωi is a dependent variable, νi is an independent variable, θ1 and θ2 are unknown parameters, and εi
is an error variable.

The regression model (1) is inherently linear regression model since it can be made linear according to
the parameters θ1 and θ2 by suitable transformations.

Then it is assumed that the error isn’t additive. In other words, the error variability isn’t constant for all
νi. There is likely to be unpredictable and random fluctuation at the different levels of νi [2]. In this case, in
[2], it is assumed that

n∏
i=1

εi = 1 or
n∏

i=1

ln εi = 0. (2)

By taking the logarithm of both sides of the model (1), the equation (3) is obtained:

lnωi = lnθ1 + θ2 ln νi + ln εi. (3)

Under the minimum criterion (4),

φ1 = Σn
i=1(lnωi − lnθ1 − θ2 ln νi)2 (4)

using OLS method, differentiation with respect to θ1 and θ2 yields the normal equations (5):

Σn
i=1lnωi = n lnθ1 + θ2, and Σn

i=1ln νilnωi = lnθ1Σ
n
i=1 ln νi + θ2Σ

n
i=1(ln νi)2. (5)

The parameter estimates θ1 and θ2 are obtained when the normal equations are solved simultaneously. To
use the ordinary linear regression model, ln εi ∼ N(0, σ2) is supposed. When the regression model (3) run,
normality tests are applied to the error estimates obtained from this regression [4].

Now, let consider the regression model (6). This model is actually non-linear with respect to the
parameters θ1 and θ2. The error variability is assumed to be independent of νi, that is, the regression model
(6) is in the form:

ωi = θ1ν
θ2
i + εi. (6)
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Under the minimum criterion (7),
φ2 = Σn

i=1(ωi − θ1νi
θ2 )

2
(7)

using OLS method, differentiation with respect to θ1 and θ2 yields the normal equations (8):

2Σn
i=1(ωi − θ1νi

θ2 )νi
θ2 = 0, and 2Σn

i=1(ωi − θ1νi
θ2 )θ1νi

θ2 ln νi = 0. (8)

Since it isn’t possible to solve these normal equations analytically, the OLS estimation can be made itera-
tively by using a linearization of the model with respect to θ1 and θ2. The estimation of the parameters θ1
and θ2 that obtained from the criterion (7) is biased from the estimation of the parameters θ1 and θ2 that
obtained from the criterion (4).

It is also necessary to be careful about the properties of the stochastic error term. For hypothesis testing,
it is supposed that the stochastic error term εi of the regression model (6) fits the normal distribution, but
the stochastic error term εi of the regression model (1) and its statistical counterpart (3) fits the log-normal
distribution with mean exp(σ2/2) and variance exp(σ2)(exp(σ2) − 1) [2].

3. An Explanatory Application

In this section, the impact of the population of Ordu Metropolitan Municipality on the amount of solid
waste is examined. The analysis is based on the amount of solid waste collected by the district municipalities
for the winter period of 2015 in 19 different districts of Ordu province and the population in the districts.
The data are given in Table 1.

Table 1: Population of districts and total average solid waste amount.

Districts Population Total average solid
waste amount (kg)

Altınordu 202310 160000
Ünye 120720 80000
Fatsa 111072 73000
Perşembe 31094 15000
Kumru 31064 21000
Korgan 29349 9000
Gölköy 28952 18000
Aybastı 25900 17000
Akkuş 23064 13000
Ulubey 18239 6000
Mesudiye 15759 6000
İkizce 14969 3000
Gürgentepe 13821 7000
Çatalpınar 13786 7000
Çaybaşı 13127 4000
Kabataş 10604 11000
Çamaş 8594 6000
Kabadüz 8531 6000
Gülyalı 7994 4000

The following hypothesis is chosen for the regression analysis:

”The amount of solid waste depends on the population.”
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Let the regression model (1) be chosen for population-based solid waste modeling, where ωi is the total
average amount of solid waste in the winter period in 2015 and νi is the population in these municipalities.
Under the minimum criterion (4), estimates of θ1 and θ2 are obtained by using OLS method:

θ̂1=0,185142 and θ̂2=1,102617.

The regression results show that the lnθ1 and θ2 parameters are both significant (p-value< 0.05) and
the population is dependent on waste. θ2 is the slope parameter and it measures the percentage change
in ω for a given percentage change in ν (Figure 1). Now, let the model (6) be chosen for population-based
solid waste modeling. Under the minimum criterion (7), estimates of θ1 and θ2 are obtained by iteration
(with the generalized Newton-Raphson iteration):

θ̂1=1,212444 and θ̂2=0,955536.

The green line indicates the amount of solid waste corresponding to the population. And the red and
blue points indicate the values corresponding to the regression models (1) and (6), respectively (Firuge 1).

Figure 1: Relationship between population and solid waste by using models with additive and unpre-
dictable error terms.

Both φ1(0, 185142; 1, 102617) and φ2(1, 212444; 0, 955536) minimum criterions have biased minimum
solutions (Figure 2).

As a result, when the (1) regression is run, the OLS method is applied for the linear regression model
according to the parameters. When the regression (6) is run, the OLS method is applied for the non-linear
model according to the parameters.
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Figure 2: Comparison of φ1(0, 185142; 1, 102617) and φ2(1, 212444; 0, 955536) minimum criterions solutions.

4. Conclusion

The application of the OLS helps students to better understand the interpretation of parameters in the
transformed models. It also allows them to obtain clear interpretation of the statistical models. They
get explanation about the statistical properties of transformed models and the using of the OLS in the
nonlinear regression. The above analysis explains the properties of the stochastic error term to students
with application.
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